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aggregated load on PDSF interactive nodes
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https://portal-auth.nersc.gov/pdsf-mon/

some programs
tend to stuck - kill them 

before log-out



PDSF Users Meeting

CPU Utilization  is not great
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4k jobs capacity

- not enough jobs submitted and/or
-   few STAR user submit enough jobs but they are throttled because xrootd can’t keep 

up w/ job demand   
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UGE queue load 
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Not enough submitted jobs
or by users w/ reduced running privileges
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Utilization of PDSF compute nodes
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March  Average
Served  3460 vCores 
Capacity  4000 vCors 
CPU utilization 0.71

April average
Served 3364 vCores
Capacity 4000 vCores
CPU utilization 0.76

I/O monitoring added
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added dybspade
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UGE CPU utilization
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116 UGE nodes, 4578 job slots (potentially), 
1300 jobs run, cluster is 40% loaded (last Monday)

More details: http://portal.nersc.gov/project/mpccc/balewski/ugeLoad/latest/
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RAM/job  distribution
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RAM/job <0.5 GB
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xrootd files re-distribution
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/project utilization

http://portal.nersc.gov/project/star/jthaeder/diskUsage/overview/indexExt.html

STAR is out of 
comfort zone
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Announcements
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Bi-weekly office hours  12:30 -2:30pm  
Thursday,  April 13, 27,  59-4016-CR

PDSF user meeting
• Tuesday, May 9, 11am - 12pm, 59-3034-CR

Outages

-Outage to add new Cori Haswell Cabinets: second half of April
-Outage for Quarterly Maintenance: May 16-18
-Memorial Day Holiday (No Consulting or Account Support): May 29 

Devaluation: 
First Quarterly Allocation Reduction: April 12 (this week)  



PDSF Users Meeting

job io monitor
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job IO - week average
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STAR embedding on Cori in Shifter/SL64
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60 r4s task per node
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STAR embedding on Cori in Shifter/SL64
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600 r4s 2-hour jobs staring 
within few seconds

 bfcMixer_Tpx($NUM_EVE, "$daqN", "$tagsN", 0, 12.0, -0.8, 0.8, -200.0, 200.0, 
100.0, 169, 8, triggers, "P16idpp200", "FlatPt", 0, “$fzdN"); 

Some r4s tasks spent 30 minutes in 1st event 
 this is 30% tax on 2hour task

cold start:
40 minutes


